Agata/AMBMin/Nov08/final
Minutes AGATA Management Board 

27th November, 2008 in Legnaro start at 9.00 a.m. (AGATA tour a.m. 28th)
Present:
D. Bazzacco

A. Gadea

G. Duchêne
E. Farnea
J Nyberg

P. Reiter

J. Simpson 


Project Manager and Secretary

Ch. Theisen
1. Apologies for absence


W Korten
2. Minutes of the last meeting 9th September, University of Cologne Agata/AMBMin/Sep08/02D

The draft minutes Agata/AMBMin//Sep08/02D were accepted as a correct record of the meeting.

Will be distributed as Agata/AMBMin/Sep08/final.
3. Matters arising from the last meeting and actions outstanding from last phone conference

Action All WP leaders to identify a person to take responsibility to link to the AGATA.org portal. Discuss progress at the next meeting.

DAQ Eric Legay and CB.

Detectors PR, Bart, PR also ask Andy.

Infrastructure GD

Data analysis JN plus ?

Ongoing for the others

Action all: End of month for first drafts TDR.

Ongoing and now URGENT
See item 10.

Action: GD to send a mail to all French Team leaders (re EURONS funds). Assumed done?

Done. No funds now anyway.
4. ASC Report 
See notes from phone conference 5th November. Notes from the last ASC 3-4th November.
JS to send around draft minutes.
AG wanted clarification of the official start date. The official start date was 1/9/2008 as agreed by the ASC.
The running of ALPI is expensive and LNL need to know if needed. 
ALPI needed for all experiments with PRISMA, ~ Ca and heavier.

CE meeting 5th December 2008.

Proposed agenda discussed.

Italian price 158k€ (2008 price, C006, A007).

Latest off from CE to Italy 174.9k€, 2009 price (this was refused!)

Running costs operation to be set-up.
Organisational structure will change.
5. Reports from Working Groups
a. Detector module and characterisation
See full report circulated by Peter today.
CE recently stated hope to return the repaired B001 and B005.
Turkey issues (bills, penalty payments…) hopefully sorted out and expect the three capsules to be returned soon.

Scanning plan to be reviewed if TUM cryostat continues to have problems.
Possibilities, swap C003 C001, return of test cryostat from Italy.

Ordering of triple cryostats in Italy, issues with one provider.
b. Front end processing
Pre-processing status (as of meeting 13-14 Nov + some updates)
“Routine” operation of one crystal

· 1 digitizer
· 2 ATCA carriers
· 1 GTS
· 6 segment mezzanines
· Core functionalities taken up by
· GTS distributing clock and sync
· Energy (2) and trigger done by segment mezzanine
· PCI express readout to one “pizza box” PC saving raw data as 1 file of 7 mezzanines (14kB/event)

· Local event builder based on timestamp

· Readout programme being ported to Narval (Daniele)

First AGATA spectrum of ATC1-A, 7 November 2008.
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First resolution measurements of segments, look impressive but note: External trigger, 8 kHz in the core. No fine tuning of processing parameters. High-frequency noise level too high 
Details Digitizer

· Using preliminary version of slow controls (new one available but not yet tested) 

· So far only one digitizer has been operated in AGATA mode

· 6 more series production digitizers installed in the experimental hall; some have been tested in local mode

· All optical fibres in place and tested

· The “AGATA” power supply (48 V, 5 V) is not yet available

· The “fast” trigger generated in the digitizer needs major improvements

· Control of the built-in pulser not yet available

· Implementation of local ToT processing pending

· Need “final” modification of some hardware components

· Segments appear in reverse order of (here or in pre-processing?)

· Need transmission-integrity tests using pseudo-random patterns

· Patrick & Vic will install updated versions of firmware/slow-controls next week

Details Pre-Pre-processing (1)
ATCA carrier v2.1

Slow and run control unmanageable by users (Impact, ChipScope and complicated set-up sequences)

Firmware and software (version 0) being tidied-up by Damiano

DPRAM not working (which is fine to stress backpressure system)

Minor master/slave synchronisation problems ~% event loss

ATCA carrier v2.2

Lots of problems in setting up the 5 new v2.2 units

So far 2 are operational – 3 to be used to train IPNO people

GTS v2.0

Validating all trigger requests

Rejection of local requests tested
Trigger system

GTS-tree and trigger requests

This is the main so-far untested subsystem
Essential for the triple-cluster tests –being done now

Total of 4 carriers (2 old 2 new) so can operate 2 crystals.

Details Pre-Pre-processing (2)

Segment mezzanines

18(17) delivered

Energy cores with 16 and 32 bits output
New baseline restorer ready---to be tested

Slow controls (parameter settings) via I2C

Diagnostic via ChipScope

Core

Clock and synchronisation distributed by GTS

Sync return ignored (OK as long as only 1 crystal)

Energy processed in place of one segment (A6)

Trigger and energy processed in one segment mezzanine

Some field tests of v2.0 core mezzanine done by Xavier and Bruno in October and again during the 13-14 November meeting

Readout

· PCI express readout developed at Padova works at 100 MB/s (~7-8 k-events/s) with the AGATA pizzas (however, 400 MB/s seen in a PC with a better motherboard)

· Very low error rate (value?) tested with pseudorandom sequences (23 bits LFSR)

· System operated manually by starting a readout program that performs minimal data-integrity tests

· Raw data (2 kB/mezzanine) written to 1 (or 2) disk files

· Merging of the 2 streams and local event builder (based on event-number or time-stamp)

· Using demo licence (full one ~20 kE): will need to reset/reboot the system every 4 hours

RAL late again, Marco done his own readout.
Firmware: to do
· Minimize latency in the MGT pipeline by proper processing of sync return bit

· Pipelined processing of events to remove the 25 s/event dead time (( 20% at 10 kHz, 70% at 50 kHz)

· Detection and characterization of pile-up and saturated signals 

· Qualification of  the exponential-average automatic baseline restorer

· Stabilize the 32 bit version of the energy core

· Fix order of segments (?)

· Per-channel controls of the processing-parameters
· Not so urgent but essential for real experiments: 

· Diagnostics of operation: inspection of signals, generation of useful statistics (counting rates, pileup, BLR thresholds, error rates) …

· Capture of long (at least 100 kS) traces

· Also to be done but implying major rewrites of the processing firmware:

· Time over Threshold

· Capture of PSA traces after deconvolution

· Online calibrations of energy and traces
Short term

For the Christmas test

· 6 Carriers ( scaled down to 4 

· the other 3 will be used to train IPN engineers

· will be a dual-cluster test

· 2x6 segment mezzanines for the segments

· 2 segment mezzanines for trigger and Energy of core

· v0 of slow and run-control (Damiano’s)

· To allow parallel debugging of the two sub-systems, the initial interface to DAQ will be via disk files.
Direct readout will be attempted only when both will be running ~smoothly

Mid Term

Ready by mid 2009

· Production of

· Carriers

· Segment mezzanines

· GTS mezzanines

· GTS-tree

· Implementation of

· Core processing (trigger+alignments)

· Slow controls and diagnostics

· “user-level” operation modes

All has to go well to meet timescales (especially carriers, GTS mezzanine)
Requires a big effort by many laboratories.

Debugging and firmware more difficult.

The demonstrator can be operated without the core. 

Long term (NB. Proposals by DB, not discussed by the WG)
For the 1pi and future AGATA phases

Some possible developments:

· Compact everything by a factor of 2

· Digitizers:

· 12 channels/board + core (with at least 4 channels) ??

·  200 MS/s or 15 bits ADC ??

· Pre-processing electronics

·   1  Carrier / crystal

· 12  Segments/mezzanine

· Core absorbed into GTS (allows reuse of existing carriers)

· Development could start in 2009, provided that completion and operation of the Demonstrator (hardware, firmware and software) is the highest priority

Time plan for the production of hardware

[image: image2]
Major Open Problems
· Connection to ancillary detectors
· User-affordable operation of the system
· Version 1 of the VHDL

· Slow controls

· Diagnostics and system integrity checks

· PCI express readout

· Processing firmware—not to be left only to the engineers, physicists engagement very important
· Documentation
· Maintenance
· In Padova

· Very high risk to lose J. Chavas (start 2009) and D. Bortolato (end 2009) ---will be the end of the Padova engineering team.

c. Data Acquisition
Hardware 
· All pizza boxes fro 3 TC delivered and installed:7Fr + 4UK + 11S = 20 DAQ +2 SA)
· Disk server OK (60 TB raw) 
· Switches, KVM, … OK
· Workstations need to move to Legnaro
· Need 9 additional pizza --- 6 TC

Euro/dollar rate note in favour of waiting too much

Money available in IPNO

Good price from IBM

Purchase? Agreed in funds have to be spent.

· Backup disk array ( Turkey

· Additional raw disk ( Turkey through IPNO

Date Flow

· Disk server Ok

· Spy (watcher tested)

· EB not as straightforward as expected

· ADF2 installed (at the fine tuning level?)

· Full chain with ADF2 soon

· Need to test 64bit PCI express readout

· Need to have Xavier Grave at Legnaro

Run control and GUI

· Log book, no feedback
· Problems with GRU
Slow Control
· Digitizer Ok
· Segment mezzanine SC: interface with RC in progress; no issue
· Hardware PPC implementation: Linux + ENX OX. IPIF driver to be tested with FEE. [Note Xilinx tools not that clever…same problems at Ganil].
· GUI for segment mezzanine’ GANIL although no formal agreement. Not a priority for GANIL.
· Critical issue for carrier, GTS mezzanine, central trigger processor (SC + GUI)
Interfaces with FEE
· Agreement with DB and locals so as not to disturb each other

· Some parts ready for test. Need to spend time with FEE team

· Lots of items still to be discussed with FEE, mostly slow control for carrier, GTS mezzanine, central trigger processor

Other

· Clever installation procedures

· Lot of discussion with C. Aufranc about DB

· Lyon DB will not be used to configure the DAQ

· IP Number management ( Eric Legay

· Small admin team

· Still need to evaluate the performances PSA algo using the DAQ box.

GRID

· Successful transfer to Bologna Tier1

· Pietro + Gaetano waiting for guidelines from collaboration

· Grid for backup / tape?
Also see section f).

d. Ancillary detectors and ancillary detector integration



AGAVA. 
Produced using EURONS money (effort), Krakow for components. Final production in progress and to be finished by the end of the year. Acceptance test in Legnaro.
Synchronisation at GSI and Ganil. Krakow investigating how to synchronise AGAVA with different clocks. Krakow has hired a person part time, Barbara Dulny, to support the AGAVA interface the coming years.
e. Design and Infrastructure

LV PS (AXIS status):  

· 48V (linear) OK, 5V changed to linear. Maximum power to be reduced from 1800W down to 1300W.

· 6+12V front panel has 2 places to measure voltage, however these are at source.  Possibility to read voltage after sense wire return, however would introduce noise.  

· Inrush current from LNL tests changes (modify integration time).  

· Answers receive from George Pascovici and Alberto Pullia on minimum/maximum currents needed for preamps.  To be rechecked for maximum count rate.  

· Non-halogen cables to be investigated, with shielded twisted pairs.  1xD25 to be replaced with 2xD15, including filters at patch box. 

· Prototype at AXIS.  Prior to, and including week 47, components and housing ordered.
· Urgent production of 3 crates requested, AXIS replies by Week 2, 2009.  Ch.V. comments this is “really optimistic”
HV PS: 

· Ch.V./AB reports on tests in Saclay with 180m cable, no problems seen.  After tests in Cologne (12-14th November) expect production of cards.  

· Ch.V. and AB report on tests in Cologne in previous week.  Baseline “drifting” (~100 mV) still seen.  Cologne experts to continue testing with detector. HV card production will start only when agreement! Decision to be taken.  
Following DB should not be a problem.

· Final check should involve pulse shape study with SHV box and HV box. To be performed next week at LNL on ATC1.

Plan to perform tests next week. 
GD to co-ordinate. Started, Saclay are aware of tests. Saclay aware of HV test next week. Bouty not available and Cologne people will have to try alone. Gerl contacted. Awaiting reply.
· Difficulties reported with fitting filter and location into HV box.  With absence of experts, job was made even harder. Filter is designed with <1mm tolerances, so surprise. TE offers help to look at possible problems.

· Filter components (different from specification) as 2 x 2n2 in parallel and 1G( resistor.

· Difficulties associated with the use of PT100 seen in Cologne and in LNL to be solved rapidly.

· Missing “patch boxes” could help PT100 and LV grounding problems (connection to preamp LV should be via box not 3 separate cables).
PR did contact CTT which has to deliver the patch boxes. Further study on LN2 level to be performed by Pascovici with one student.
Detector database:

· Work ongoing. No recent information.
Autofill: 

· Autofill test in Legnaro 5-7 November with PROFIBUS crate tested successfully in Saclay and simple LNL Valve Control Crate (VCC). GUI PC sent to LNL for this test. Installation and last GUI tests done. System working satisfactorily since beginning November. 

· IK confirms previous failure of VCC, work to correct (remake of PCBs) ongoing.

Action: GD to contact JG.


Done: reply from JG yes, the VCC is a priority project for Ivan. He made a re-design of the pcb of the control board which is meanwhile under test according to the schedule we agreed. If all tests are successful the VCC will be delivered soon.
· Legnaro has presently a working Autofill solution and requests VCC to be fully debugged and tested before plans for installation at LNL.
GUI: 

· After LNL test, everything OK with PC. GUI has had graphs and trending changed. To be checked at LNL and refined if needed.  

AGATA TDR:

· First draft sent to John. Missing part on “Other detectors”.
Questions from Wolfram by email. GD to reply.
It would be very important for us (Saclay) that
i) 3 LV crates are delivered and paid before January 15, 2009, see notes above
ii) the orders for the HV cards, at least for the components have to be engaged by the end of this year (which probably means within the next 2 weeks).

Is there any news from Cologne on the low-frequency noise? Discussed.

Is it clear who will supply the ISEG modules for the HV cards? 15 have been supplied by GSI.
f. Gamma-ray tracking, simulations and data analysis
GRID
Recent tests of data transfer

· Oct 2008: Transfer of data from the disk array of the AGATA DAQ system at LNL to the hard disk storage at Bologna T1 (writing to tapes not yet tested). Transfer rates measured by Pietro Molini:
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· Nov 2008: Transfer of data from Bologna T1 to “an AGATA user” in Uppsala: 

· Using the NORDUGRID arc client 'ngcp' (command line utility) freely available for many different Linux distributions

· Transfer rate: 10 MB/sec from Bologne T1 to standard Laptop; limited by the 100 Mbit/sec LAN in Uppsala

· Will soon test transfer to Grid cluster in Uppsala, which is connected to Gigabit ethernet.

These tests prove that the transfer of AGATA event data to and from the Grid works and this will therefore be a very good solution for the archiving of the data.

Hardware needed

The following hardware must be supplied by AGATA for the archiving at the Bologna T1: 

· Staging hard disks, minimum 2 TB, possibly 4 TB (1 k€/TB)
· Tapes, 1 TB/tape (80 €/tape)
· If the system is heavily used AGATA may need to invest in a dedicated tape drive (14 k€/drive).

The total cost for a heavily used system for storage of 100 TB/year is therefore (4 TB staging hard disks, 1 tape drive):

Disks and tape drives
(4x1 + 1x14) k€ = 18 k€
Tapes


100x0.08 k€ = 8 k€/year

In total this is 26 k€ for the first year, then 8 k€ per year. The cost of the tapes, 8 k€/year, should be included in the AGATA running costs. The funding of the staging disks and one tape drive (18 k€) should be allocated from the AGATA demonstrator funds (use the Swedish funds?).

To do list

· “Automatic” procedure for copying data from the AGATA DAQ system to Bologna T1.
· What can the Bologna T1 site guarantee regarding the “safety” of the data? For example what happens if one tape fails? What is the lifetime of the tapes? G. Maron asks if we should use two T1 sites in parallel for redundancy, e.g. the one at Lyon or at NORDUGRID? G. Maron thinks that only one copy of the data is kept at the T1 site. Broken tape leads => loss of data! The amount of data from many experiments will be <1 TB, i.e. it will be stored on only one tape (tape capacity is 1 TB at present). Loss of this tape => all data lost!
· Find out if AGATA also can use the Bologna T1 when the array is transferred to GANIL and GSI.
· In case of an interrupted file transfer: can the download continue from where it left off? Important for transfer of very large files.
· Investigate what possibilities there are to use access control lists. Can ACL:s use groups within the AGATA VO? Make an AGATA Grid data access how to, which explains how a user can how to copy data from Bologna T1. Publish it on agata.org and ask users to test it.
g. EURONS


Action: All to send comments on document sent by email to Wolfram urgently (today).
6. Installation of the demonstrator at LNL and project plan 
Status of installation, presentation by Enrico distributed separately. Summary:
Mechanical structure
Preliminary mounting test: September 2008

Mounting test with two detectors (ATC1+dummy ATC) scheduled from December 1, 2008
Detector support system: Autofill presently under test using LNL-made Valve Control Crate. The system so far seems reliable.
Test with dummy ATC starting from December 1, 2008

AXIS power supply tested in October 2008, company expects to deliver 3 units early 2009. 
Detector LV, HV provided with conventional power supplies.

Home-made power supply for three digitizers produced in Padova.

Digitizers: 7 Digitizers available at LNL (5 properly water cooled – only one already working in AGATA mode! More to be set up next week)
Optical fibre connection to pre-processing completed and tested



Grounding Most grounding elements have been placed.
Experimental Hall is a noisy environment and the detector is too sensitive to external disturbances.

Lots of tests already performed without appreciable results.

Still working with ATC1 to optimize the setup.
Pre-processing and GTS

Basic infrastructure of the racks completed (power supply, water cooling)

Optical fiber connection to exp. hall and computer room (PSA farm) available 

Pre-processing and GTS presently under test.

Computer room

Basic infrastructure of the racks completed, several pizza boxes mounted and configured

Summary

Most of the required local infrastructure has been setup

Critical items:

· Power supplies not ready (using provisional solution)
· Autofill system (using provisional valve control crate)
· Electronics (enough only for 2 crystals)
· Controls!
· Grounding
· Delays: fruit and tea consumption to be added
7. Funding status and capital allocation
[image: image4.emf]

Agreed Online DA

HV units, cannot be bought yet. GD to arrange for Saclay to send a quotation. Done.
GTS and GRID. Agreed to wait until end of January. Then DB agreed to organize something to transfer funds to Italy.


Final statement required by ASC for the demonstrator phase.

Produce statement for next ASC (12-13th March 2009).

Action: All to send statements by 16th January, 2009.
Expenses needed to complete demonstrator phase and who will provide funds.
DAQ

GRID

Xilinx Express Licence 

Digital Oscilloscope 

Action all to input to the list and define who pays.
Running Costs

Action from ASC. JS to discuss with EF how to operate.
8. Next AGATA week and physics workshop


Istanbul cannot host the AGATA week as planned.

Possibility that Cologne can host, week of 30th March, 3 days (Mon-Weds).


Action: JS to email AGATA all if not problems with the date are spotted over the next few days.

Physics Workshop


Legnaro. Weeks of 18th 25th May. 2-3 days (not 21st May). Propose 18-20th May.

Action: AG and SJF to define a date.

9. Future funding and responsibilities

UK. 4 year grant approved circa £3.5M. Capital roughly 1 triple system.

Sweden No pending applications. May apply again in April to ask for what is in the MoU.


Germany 2009-2012 (3 year) applied for 2 complete systems. 4 institutions applied.

Outcome known in April.


France: Needs TDR. Needs clear engagement of French laboratories agreed. 
Some funds are marked for 2009, possibly unfrozen after scientific council approval and MoU signature.


Budget estimated for GANIL as host laboratory is specified in the MoU.

Italy: Proceeding as if signed MoU. 4 capsules have already been ordered. Hopefully cryostats as well. 160k€ for electronics next year.

Others not known.


Action PR to discuss with RK re exchange of capsules with Italy.

EDAQ plans for the next phase meeting

9-10th February 2009 in Paris. GD to sort out a nice room 20 people. GD has sent an email request.

Action CT and DB to provide JS a list of who should be invited.

Action JS to send out announcement
10. TDR

URGENT


PSA Pierre still working on it, DB will chase up.

Overview JS will ask Ian.

Pre-processing DB to dig out specification docs etc.


GTS DB to dig out specification docs etc.


Digitisers. GD to ask Patrice. Done.

Installation AG and EN working on it.


In beam test results. AG to chase up.


Authors


List all contributors as authors.
11. AOB

List of recent talks
Capture Gamma Spectroscopy Conference P. Reiter
Workshop at Virtex 08 Par Anders
IEEE contributions, several
Glasgow PSD meeting, Francescco Recchia
CAARI 2008, Zakopane, Colliga (LEA) Workshop, E Farnea

Colliga (LEA) Workshop, G. de France
Cappadocia 2008, Balkan School, E. Ince
Cappadocia 2008, A. Boston
EURONS Town meeting. 4 talks, A Gadea, B Bruyneel, J. Ljungvall, F. Recchia
DESPEC/HISPEC/PRESPEC meeting, Daresbury J. Simpson

Future invitations

Bochum A Gadea
12. Date and location of next meeting and dates of phone conferences.
11th February in Paris. 
Phone conferences / Lyon system (GD to organise)

12th December 15.00 CET

8th January 10:15 CET

20th January 10:15 CET

Action: GD to set-up the Lyon link.

Done

Meeting a.m. 28th November.

Photo session.

Discussion of installation plan and possible source test(s) and future commissioning. Who takes responsibility in setting up front-end and DAQ is still an outstanding issue.

AG has emailed the plans to the AMB.
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