Agata/AMBMin/June08/final
Minutes AGATA Management Board 

IN2P3 Headquarter, Michel-Ange. 16-17th June 2008 Start 1 p.m 16th, end Midday on 17th.
Present:
D. Bazzacco

A. Gadea

G. Duchêne
W. Korten


ASC representative

J Nyberg
P. Reiter
J. Simpson 


Project Manager and Secretary

Ch. Theisen
1. Apologies for absence

2. Minutes of the last meeting 9th April 2008 University of Cologne.

The draft minutes Agata/AMBMin/Apr08/03D were accepted as a correct record of the meeting.

Will be distributed as Agata/AMBMin/Apr08/final.
3. Matters arising from the last meeting and actions outstanding from last phone conference

The final technical report on AGATA was discussed. This document is stated as a requirement of the MoU and as part of the EURONS project. 

Action JS to initiate preparation by the AMB of the AGATA technical report (end of 2008). Need to check on MoU requirements (current and future).
Needed as final technical report for the MoU. Also a deliverable for EURONS. 
Needed for some funding agencies to take project to the next step.

AMB will edit individual chapters.

Action: JS to define template for the document. 

Distribute by email so agreement on who is writing what by end July.

Action: All to prepare first draft of all parts by end September.

Final document has to be ready by end of December.

Action: Web page discussion JN could be responsible with help from students. Saclay are offering a person to contribute to the web design? Both options seem good so will discuss at next phone conference or when WK, JN and JG are together. 


Ongoing.

Action JN to make AGATA.org more general. Also access to all to update specific pages.


Resources for the GRID
, need to supply 300TB. Each country supply 30-30TB? 


Action JN to make a proposal for the next AMB.
See item 5(f)
Action PR to send a drawing of bayonet for LNL detector laboratory to DB.
Done.
Action JS to contact Ayse regarding the whole Turkish funding situation.

Done, see emails.
Digitizer situation almost resolved. Awaiting reply from Ayse regarding the latest paperwork.

Ayse still waiting for a letter fro EURONS. Some contact required. JN to contact Ayse to see if there has been any misunderstanding.

Then possible get the funding 90k€ (possible 155k€).

4. ASC Report 

MoU. WK has what is considered a “final draft”.


Awaiting final numbers from UK.


This holding up the signing.

Physics Case. Edited parts of document requested by 20th June. AMB responsible for technical annex which includes the simulations.

Action JS, JN and WK to agree what is to be included.

5. Reports from Working Groups
a. Detector module and characterisation

See email of P Reiter of 13th June for more details.

Additional comments on Swedish detectors, B004 (Turkey) and C003 (UK).

B004 Turkey (repaired) delivered to Cologne, test started


A004 Turkey (repaired) delivery beginning July

Shipment of A004, B004, C004 to Turkey in autumn 2008

Italian detector A006 delivery end July 2008

C003 Liverpool leakage current, out of warranty. Big financial problem!!
Swedish detectors ongoing at CEA

Test results of A005 to be confirmed

Test of B005 started.
Summary of detectors, cryostats and plans

9 detectors are accepted
2 detectors not accepted at CE

4 under test

-------------------------------

3 (Sweden) at CEA

1 (Turkey at Cologne

1 (Italy) at Liverpool scanning

2 at CE not accepted

1 (UK) needs repair

3 to be shipped to Turkey this autumn

6 detectors are available fro AGATA triple cluster

A1, A2, A3, B2, B3, C2

--------------------------------------------------------------

Plan first triple A001, B002, C002 goes to LNL in July

Second triple A003, B003, C004 under test (note C004 has to go to Turkey in autumn)

Third triple A002, (B005 or B001 after delivery and test), C001 or C005 (after scanning of C001 or C005 after test)


Holding time of dewar ~10 hours (experience of a non filling!)


Specification says 18 hours fully powered and all attitude.


Scanning programme:
Liverpool C001 (goes to IKP, CTT in July 2008)

A005

Orsay

S002 (commissioning, confirm Liverpool results), B005

Now ready for scanning using “TIGRESS” electronics.

GSI standard scanning table. Is enhanced scanning capability needed?

Is there any effort available in GSI.

(Note paper by F. Camera on scanning in a week)

Detectors for period autumn to winter 2008/9

13 detectors may be available A1, A2, A3, A5, A6, B1, B2, B3, B5, B6, C1, C2, C5

A6 delivery July 2008
B1 third delivery not yet announced

B6 delivery not yet announced

Urgent: repair of C3

Fourth AGATA triple may depend on this detector

Redelivery of Turkish detectors A4, B4, C4

Summer 2008 order of German detectors A8, B8, C7

January –June 2009 expect additional two from Italy C6, A7

Triple cryostat status: See power point in P. Reiter’s email.

b. Front end processing



Preamplifiers


Testing dual core (G.Pascovici has retired, but will continue for some time)


Developing ToT

PSA


EVO June 19 programme of AGATA week

Digitizers


1 in Padova, 1 in Legnaro (+prototype)


Snap shot system (2*64M samples) in use at Padova


Pulse control not yet implemented (but useless without core)

Pre-Processing electronics


VC every 1-2 weeks


Serious problems in keeping to the schedule

Dino gave an overview of the problems. In debugging problems engineers discovered additional problems, jitter of clock distribution is out of the Xilinx specification range. 



ATCA Carrier




Pre-production card test ~complete




Production of 5 more PCB’s via Padua underway




Remaining carrier cards to be produced IPNO. Funding still an issue. 

J. Pouthas will remain in the project just for the demonstrator.

An order for the first 90 FPGAs to be used in the carriers and the mezzanines has been placed by GSI via ASCO and the delivery date from Xilinx is early July.

TCLK board for communication of 2 carriers on-going at IPNO.



GTS




V1.0 in use for integration




V2.1





Routing ready, simulations ongoing





Components ~produced; PCB to be ordered soon





Ready by October?




Central trigger synthesized and waiting to be tested in real time.



Segment mezzanine

· Corrupt traces on 2 of 6 channels were traced to a fault in the VHDL code (HW ok?)

· A rework will be made to ensure good long term reliability (e.g. changing the clock coupling for the MGT clocks from DC to AC).

· 10 v2.1 cards exist and 3 are under test in CSNSM. At least 2 will go to Padua in week 26 to re-do the BERT (bit error rate tests) done in February with the V2.0. 

· After BERT, at a VC meeting on 27th June, a decision will be taken on whether to go ahead with the rework of the PCB or whether further tests are needed. 

· Modification and production estimated to take about 10 weeks, so cards would be arriving for test in mid October, the first cards being ready to use in November/December.

· Funding is available for these cards either from Germany or from GANIL (as a loan). The delivery timescale is too late for the October tests of a triple cluster so for the October tests the existing 10 cards will be used.
· Production of a further 10 cards to be used in the October tests of 1 triple cluster (18 cards needed) has been launched. These will possibly use the same PCB design as the v2.1 cards although they might be modified to include the AC coupling of the clock tracks in the PCB design (v2.2) rather than as a hand-wired addition. Decision as to whether this modification can be done will be made early in week 25.

· The extra cards will be available for testing in about 8 weeks (mid August) and tested units will be ready for the October tests (along with hand-modified cards from the first batch of 10 (V2.1) pre-production cards). Funding is available for these cards either from Germany or from GANIL (as a loan). The cost for PCBs, assembly and the components which are not already in stock is €16k. The FPGAs recently ordered by GSI will be used in these cards, which saves €6k and reduces the funding requirement to €10k. 



Core mezzanine

· 3 un-tested V2.0 pre-production cards exist. Tests will start at CSNSM during week 26.

· Core mezzanine expected to go to Padova in mid July for testing of clock distribution to the digitizer and also data reception from the digitizer and transfer to the carrier

· The same clock modification (AC couple the MGT clock) is needed on the core mezzanines as on the segment mezzanines

· The rework is planned to start in early August and will take 3 months (cards available for test in November). In the meantime the existing 3 cards will be modified by hand.

· The 3 existing (V2.0) core mezzanine pre-production cards will be used for the tests of 1 triple cluster in October

VHDL

· The Carrier card has 2 main FPGAs- FPGA0 and FPGA2. FPGA0 contains the data flow logic and FPGA2 the trigger distribution logic. Basic versions of each exist. FPGA2 needs to communicate between the 2 carrier cards. This code is under test at IPN and will be tested in Padua in early July. 

· The segment and core card VHDL is similar. The segment card version is being developed first and is able to take data, perform MWD and transfer data to the carrier. The core version uses the same data readout code with the addition of triggering. 

· All VHDL in use in the October tests will be “version 0” which has basic data moving functionality only.

· Extra features and programmability of parameters etc will be added in later releases. 

Delays in the project related to pre-processing electronics.

The AMB is very concerned by the problems found in the segment mezzanine cards v2.1 and by the delays to the project. 

Complete tests have to be done on v2.1 to guarantee that the cards are in the specifications. If after these tests it turns out that a revision is to be done, it has to proceed with highest priority investing all needed manpower and money. 

The AMB approves that in order to guarantee the instrumentation of the full triple cluster by October, 10 new boards of revision v2.1 are built immediately even if it turns out that v2.2 revision is necessary.
c) Data Acquisition

At Legnaro

11 pizza boxes+60TB disk + network + cables arrived 10th June


XG + EL + YA from Orsay to install DAQ box

Installation fine. Nice collaboration with LNL. Wiki being filled about installation procedures. Orsay team happy.


Slow Control

Meeting 10th June in Legnaro

Digitizer OK

Mezzanine, segment in progress, basic GUI, no manpower for further development

GTS + carrier: basic slow control, no GUI, no development and no GUI because of manpower

A SC will be ready in October to set-up a triple cluster.

No manpower for user friendly system

People from DAQ and FEE are overloaded.


New tasks

Some to look after Mac addresses


Need a data quality monitor. Need someone to look after this.


Need setup procedures


Need to define system topology (triple cluster location, which digitizer, which carrier…….)


Need to connect this information to the data bases.


Should we organize AGATA training?

Do we need a team to look after integration, an aspect not related to specifically one working group.


Hardware and cost



Available

60Tb 64k€ France

7 pizza boxes 13.4k€ France

4 pizza boxes 14 k€ UK

KVM switches 19k€ UK

Display 6k€ France
Transport Legnaro 1k€ France
Need in addition (for 15 detectors)

15 pizza boxes 30keuro

60Tb 40k€
10-15 TB 10k€

[N pizzas = 9 common +#crystals (PSA) + 2 spares]

We have 11

Need urgently at least 3 pizza boxes to operate one triple cluster.
9 if want to go for three triple clusters.

Need 10-15 TB for backup (10-15k€) No backup = no safety.

Note also need 2 pizza boxes for data analysis, 6k€.
d) Ancillary detectors and ancillary detector integration

Test of AGAVA_2 GTS_2 prototype modules at LNL, document circulated by A. Gadea by email.
e) Design and Infrastructure



HV boxes: Manufactured at Liverpool. 3 sent to CTT for checking with a real detector.
HV PCB: On schedule, PCBs being populated by ready mid July. Filter components arrived. Integration at Saclay and tests (without filter) then go to GSI for filter installation and tests (with a single EB capsule)

Need test with real detector as soon as possible, where? Saclay, Legnaro? To be decided.

DSS: AXIS prototype to be tested in LNL week 27, before production. New 48V and sense wires changed.

Autofill: profibus crate ready by week 26/27, send to Saclay for tests with PLC. Valve crate delayed by GSI, estimated to be ready by end June. 
IK not available until 15th July for installation. *JG to chat with Ivan on Monday*

GUI: new version with autofill part was distributed on 13th June.

Infrastructure team needs to know from LNL the timescale. Beamtime planned in week 27?

AG replied that it will be known on Wednesday.

f) Gamma-ray tracking, simulations and data analysis
1. GRID (Gaetano Maron, Johan Nyberg)

We propose using the GRID in two different "modes":

A. For archiving of one copy of all AGATA event data sets

B. For archiving as in A and for offline data processing

In our opinion the first mode is really necessary, while the second one depends on the people is performing the analysis.

A. GRID for archiving

The plan is to archive the data on tapes at the T1 GRID in Bologna. The proposed data moving model is quite simple:

a. Take data with the online system

b. Move data to the online disk. The data set will remain here for a while to allow a copying to the home institute(s) of the users. How? Also via the GRID? 

c. Move the data to the T1 tapes for permanent storage (=archiving).

d. A user who wants to analyse a specific data set will ask for a copy of it from the T1 site in Bologna. There will be a latency due to the retrieval of the data from the tapes. Then the data will be copied over the Internet.

This model uses the GRID just for data moving. It is very close to the way people are used to for processing of their data, only the way of getting a copy of the data is different: before it was done by physically transferring tapes or hard disks from the experiment to the home site; in this proposal the transfer will be done using the GRID.

The group at LNL (GM) could not yet test the transfer of data from LNL (T2) hard disks to Bologna (T1) tapes. The reason for this was a lack of hardware. A test system with different hardware than the LNL T2 production system is needed in order to perform the test. The hardware for the test is now available (parts of the AGATA DAQ hardware recently shipped to LNL from Orsay). The tests are planned to be made in June 2008. These tests MUST be done before we decide if this is a good solution for the archiving of the AGATA event data.

One important result of the tests is the obtainable transfer speed. It will either be limited by the latency due to the retrieval from the tapes to the staging disks or by the slowest link between the Bologna T1 site and the users computer to which the data is copied. The tape transfer speed is in the order of tens of MB/s (the exact value is presently not known). A transfer speed of 10 MB/s between the T1 and home sites means that 0.864 TB can be transferred per day.

The following hardware must be supplied by AGATA for the archiving at the Bologna T1: 

- Staging hard disks, minimum 2 TB, possibly 4 TB (1 k€/TB)

- Tapes, 1 TB/tape (80 €/tape)

- If the system is heavily used AGATA may need to invest in a dedicated tape drive (14 k€/drive).

The total cost for a heavily used system for storage of 100 TB/year is therefore (4 TB staging hard disks, 1 tape drive):

Disks and tape drives: (4*1 + 1*14) k€ = 18 k€

Tapes:                     100*0.08 k€ = 8 k€/year 

The cost of the tapes, 8€k/year, should be included in the AGATA running costs. The investment of 18 k€ for staging disks and one tape drive should be made latest in Dec 2008 and funding for it should if possible be allocated from the AGATA demonstrator funds. 

Note that there are no costs for the management of the Bologna T1 archive and for the transfer of data to/from.
Agreed seems like a good plan. So agreed to await for tests. Also do not have to have a dedicated tape drive but if there is heavy usage it may be advisable to have one.

Users/Laboratories have to apply for certificate via AGATA GRID account.
B. For archiving and offline data processing

In the future we may want to use the GRID also for offline data processing. In this case we need the following hardware at the T1 site, in addition to what is mentioned in A above for archiving:

- Fast hard disks. The complete data set(s) being analysed must me stored on hard disks during the analysis (not on tapes)

- Sufficient CPU power for the analysis task

At present we have no estimates of the costs of hard disks and CPU power for offline data processing. Note also that for the time being GRID calculations can only be performed in batch mode. The use of the GRID for offline data processing should be investigated further.

2. Simulations (Enrico Farnea, Olivier Stezowski, JN)

Enrico has written a status report on the AGATA Demonstrator simulations. A draft is included in this email. Two short reports were written by OS for the last ASC meeting (May 2008). These are included in the Agata Physics Case report.

3. Tracking (Ayse Atac, JN)

A report on neutron-gamma discrimination in AGATA will be presented by A Atac at the next AGATA week.

4. Data analysis (OS, JN)

Enrico has finished the conversion of the PRISMA preprocessing library from FORTRAN to C++. P-A Söderström (PhD student in Uppsala) is using the C++ library for analysis of CLARA+PRISMA data. The aim is to adopt this also for the analysis of AGATA+PRISMA data.

5. ADF library (OS)

Modifications of the ADF library are foreseen. OS will start working on this in June. Help to integrate it the ADF library with the PSA and tracking algorithms in NARVAL was obtained from the DAQ/PSA groups. 

6. Detector parameter database (OS)

The "structure" of the database is being completed. The software has been modified by Cecile Aufranc (IPN Lyon) to support alphanumeric bar codes. The deployment should start at the next AGATA week. 
G. Duchêne has followed the meeting and discussions (DSS meeting) and can give answers to questions regarding this. Gilbert reported on the recent meeting.
g) EURONS
WK has asked A. Muller if EURONS could be extended. Awaiting a reply.
EURONS Town Meeting in Rhodes. W Korten and S Lenzi 2 hour gamma spectroscopy session. Overview Euroball to AGATA (A Gadea) plus space for 3 shorter presentations on AGATA.
Proposal Bart overview of detectors.
Talk of characterisation/PSA who? Liverpool PDRAs? Joa? 

Tracking who? Waely?

6. Installation of the demonstrator at LNL and project plan 

A Gadea had collated several files which will be distributed separately by email:
· AGATA installation report
· The First Experiments with the AGATA Demonstrator at LNL by F. Recchia
· Summary of all the AGATA LOI’s.

The AMB was please to hear and is in agreement with the nomination of Enrico Farnea as the local responsible person at Legnaro. Continuing assistance from A Gadea is also very much appreciated.


Enrico Farnea to be invited to the AMB in future.

Action: JS to contact Enrico.

7. Funding status and capital allocation

Compare with status in last minutes.

New information 
Germany:

Ordered FPGA’s

Germany new 60k€.

Sweden:
Pre-processing 80k€ (ongoing funds transfer to France)

Placing of orders
FPGA’s 14.2k€(to IPNO)

Carrier PCD 11.8k€ (to IPNO)

HV order 6.307k€ to order from Saclay

DAQ and online servers 22k€

Online DA workstations 4k€

Total 138.4k€ 
Sweden to proceed with this plan.

Pre-processing:
10k€ needed for additional 10 V2.1

Action: GD to discuss with GANIL, funding available in Germany
Infrastructure OK to proceed as planned at the last meeting.

Action: GD to contact JG to proceed with the DSS order.

Status:
Need 

70k€ pre-processing, CSNSM
15k€ disc backup array (Turkey JN to contact Ayse)

18k€ DAQ (to instrument 6 triple cluster)

40k€ disk storage

19k€ to reimburse Saclay (not needed this year)
26k€ GRID archiving (note 2009 and awaiting Bologne tests)
Funding “available”
Germany 60k€ 

Turkey 90-155k€

Action: JS to arrange a meeting with Ayse, Joel if at AGATA week to sort out how to proceed.

Action: GD to discuss transfer all available funding from GSI to Ganil.

8 Future funding and responsibilities

UK applied for 3 triple Clusters. Awaiting an announcement. Expected after 1st July. 
Sweden. Application for 3 triple Clusters was part of Swedish FAIR application, submitted in April 2007. This was rejected, December 2007, since Swedish FAIR situation was not clarified.

Sweden has not resubmitted in 2008 since FAIR situation is still not clear.

No pending application. Next chance to apply is Spring 2009, may apply for 2 triple Clusters.
Italy. Proceeding as if MoU signed. Goal for 2 triple cluster in 3 years (maybe 4 now).
France. Recent discussion with IN2P3 and CEA. Need technical report in late 2008. Project review of laboratories of France in Jan/Feb 2009. Then go scientific council in spring 2009. Then sign MoU.
Expect France application to be for 3 triple Clusters.

Germany. 1 triple financed period to 2009. Funds still not released, but has to be spent by next April.

Expect a bid for 2 triple clusters next Spring for next 3 year funding period.
Other countries. WK summarises the bids in the new MoU. 

In future would be better to bid for specific items if possible and avoid financial transfer problems. For France signing the MoU an annex defining the sharing of responsibilities between participating countries is needed.
9. Next AGATA week
JN still awaiting details of final presentations. 
General schedule to be distributed by JN again for final comments by end of this week.


RIKEN presentation to be on Friday.

10. AOB

CT raised how to generate the data quality team. CT to initiate discussion at the AGATA week.

AG planning a bid in Spain in July, needs documentation from the collaboration, agreed can be used.
11. Date and location of next meeting and dates of phone conferences.

9th September, Cologne, start at 9.00 a.m.

Phone conferences /EVO 


3rd July 10:15
