Agata/AMBMin/Apr08/final
Minutes AGATA Management Board 

9thApril 2008 09:00, University of Cologne.
Present:
D. Bazzacco

A. Gadea

G. Duchêne
P. Reiter
J. Simpson 


Project Manager and Secretary

Ch. Theisen
1. Apologies for absence

J. Nyberg, W. Korten 
2. Minutes of the last meeting 17-18th January 2008, Saclay.

The draft minutes Agata/AMBMin/Jan08/01D were accepted as a correct record of the meeting.

Will be distributed as Agata/AMBMin/Jan08/final.
3. Matters arising from the last meeting and actions outstanding from last phone conference

The final technical report on AGATA was discussed. This document is stated as a requirement of the MoU and as part of the EURONS project. 

Action JS to initiate preparation by the AMB of the AGATA technical report (end of 2008). Need to check on MoU requirements (current and future).

Action: Web page discussion JN could be responsible with help from students. Saclay are offering a person to contribute to the web design? Both options seem good so will discuss at next phone conference or when WK, JN and JG are together. 


Ongoing.
CT reported that DAQ web page has changed :  http://www.csnsm.in2p3.fr/daqagata/ Notes that easy to make changes and similar tool could be used for AGATA.
Status of Turkey to be ascertained. Turkey could the funds be used for something else.

Action JS


Almost resolved.

Action: WK to distribute to the AMB the latest version of the physics case.

Ongoing.


Resources for the GRID
, need to supply 300TB. Each country supply 30-30TB? 


Action JN to make a proposal for the next AMB.
Ongoing.
Action GD to make a proposal of who buys what (LV, HV)

Action GD to send around details of how to buy ISEG modules. 

See item 6(e)
4. ASC report 

MoU still under discussion.

Next meeting is 15th May in Krakow.


PM report will be required.

Plans for commissioning. Sources then in beam (Simple high velocity, Coulex, DIC, high multiplicity). Will need data analysis between each in-beam run.
5. Funding status and capital allocation


Information on capital and effort status up to end 2007 are required by the ASC.


Action: JS to send reminder and status submitted to the ASC to date.


Action: ALL to send information to JS by end April.
6. Reports from Working Groups
a. Detector module and characterisation
Presentation by PR was distributed.
Issues presented:
· Status detector tests at Saclay-system being commissioned, some problems identified are in the progress of being fixed. 
· Status detector tests at Cologne
A004 rejected (several 5-7 segments out of energy resolution specification)

B001 poor core energy and two segments energy resolution due to leakage current
A003 two segments slightly out of specification but other very good. Recommendation to accept

A002 Looks fine with only one segment slightly out of specifications.

· Status scanning at Liverpool-C001. Problem with one segment is now fixed, by Liverpool with advice on telephone from Cologne. Scanning to commence 14th April. Also performed a test with Digitizer at Liverpool. Reports are available on the web.
· Meetings with Canberra, France
Issues: 
Microphonics, impurities, warranties

Microphonics-instead of gluing will mount a stiff In ring to provide support for future detectors. For current detector will still use glue.

Agreed extended warranty for 3 years. However, clause received yesterday regarding proving no misuse is not accepted by the AMB.

Impurities-only stated in the Swedish, Turkish? and new Italian and Darmstadt specifications.
Set of detectors so far it’s a 50:50 regarding the impurity gradient.
One of the Swedish detectors is the wrong way round. Accept or reject? More discussion with CE needed. Is there any correlation between efficiency, resolutions, accepted/rejected status and crystal impurity orientation.
2 month testing time and delay of start of warranty period. CE said they would discuss directly with Bo.
Saclay as a CAT site. CE agreed.

Discussion regarding accepting A006. 
AMB agreed that the detector does not meet specification and should not be delivered unless resolutions are fixed.
· Turkish detectors-see letter sent

· TU Darmstadt detectors-agreed to be part of AGATA collaboration-see letter. Two capsules ordered.
· Status first AGATA triple cluster is operational. A significant milestone. All capsules to high voltage.

Second triple being assembled with 3 capsules

Capsule status:
[image: image1.emf]
Annealing still not performed. Needs to be done at some point.

Action PR to send a drawing of bayonet for LNL detector laboratory to DB.
Cryostat drawings can be obtained from John Strachan tomorrow.
Preamplifiers

Dual core preamplifier tested on the S001 prototype in LNL (G.Pascovici, P.Medina, L.Charles, A.Pullia, F.Zocca) week of 3rd March.
New version of dual core by G.Pascovici tested in the next weeks.

Agreement among the parties (Pre&Digi) on how to proceed. 

b. Front end processing

Digitisers

All 18 units in production. 
Orders 15 OK. 3 Turkey still to be finally resolved but almost complete.
Performance of the 5 units tested at IPHC is very good (ENOB = 12.3!).

One open card tested with the dual-core preamplifier in LNL on week 10.

Tests using detector and GPbox (detector emulation box).
Pulser control firmware implemented by L.Charles.

ToT processing split between Digitiser (duration of reset) and pre-processing (initial and final level).

Modifications for 2nd energy channel and optimum treatment of reset signal (LVDS) will be done by IPHC once tests finished and decision is taken to proceed with dual-core: better done before delivery to LNL.

Snap-shot system for long traces being tested at Liverpool with C001.

Pre-processing electronics

Pre-production ATCA carrier cards (2 off) delivered to Padova on 1st April.

Pre-production core mezzanine (3 off) delivered to CSNSM Orsay on 3rd April.

Prototypes are undergoing testing; no significant problems have been found so far.

The pre-production segment mezzanines (10 off) should be delivered this week.

Rework of the GTS2 begins in the second half of April.

VME carriers for the trigger mini-tree are in production.

The prices (manufacturing and JTAG testing) for the hardware have been calculated:

carrier ~5 k€;

segment mezzanine 1.8 k€;

core mezzanine 2.1 k€.

Production and test of the first 6 carrier boards has been done by Padova.

Production and test of the other 34 carrier boards will be done by IPN Orsay.

Procurement of 170 FPGA for carrier and mezzanines started (offer sent to GSI).

The hardware will be tested over the next month and the plans are to bring together the mezzanines with the carrier starting beginning of May. An "end to end" integration test will be performed in May using the digitiser driven from a pulser to feed data over fibres into the pre-processing and then read the data out to a PC.

This test is primarily to check the data moving.

Data quality tests have already been done on the individual sections so all we need to do is move around digital data buffers to the right place at the right time.

Development first version (V0) of carrier VHDL is carried on under the responsibility of Padova (main data flow managed by FPGA0) with a contribution of IPN Orsay concerning the distribution of trigger signals (FPGA2) so that the code for the 2 carrier FPGAs can proceed in parallel.

Readout from the DPRAM to the data acquisition computers will be done using memory-mapped PCIe.

VHDL has largely been written for the mezzanines and the test code for the segment mezzanine is also complete. The core mezzanine test code is 80% the same as that for the segment mezzanine and is being developed now.

The signal processing code developed by IPHC Strasbourg has been partly integrated into the segment mezzanine.

The goal of processing 1 detector before summer and 1 triple-cluster by October is still realistic.

A “constant” presence of French engineers at Padova/LNL is essential to guarantee success.

The group meets every 2 weeks for a video conference to discuss progress and to resolve problems.

PSA

EVO meetings taking place more or less regularly.

Focus is on implementation of PSA in Narval.

Pre-processing of data (calibrations, cross-talk, …).

Grid Search algorithm ported.

2-D collimated data from S001 distributed in ADF format.

Working meeting at LNL on 7-8-9 May.
Important that Characterisation team representatives also attend.

EXOGAM2
Upgrade to EXOGAM with a digital option was discussed.
The chosen option must be compatible with AGATA.

There are implications with AGATA (hardware and effort) if solution based on carrier, GTS system is chosen. 
c) Data Acquisition
Hardware

· Received : 7 pizza boxes + 60 TB (raw)

· Switches, KVM, cables (UK) at Orsay 

· 4 pizza boxes (UK) in progress

· Total need another 9 for 3 triple Clusters : 9 + 3n pizza (n TC; without spares)

· n = 3 ( 18 + 2  pizza boxes in 2008 = 9 new ~ 18 k€

· Remaining disk (60 TB) ~ 40 k€

· Need small disk array for backup (~ 10 k€)
Total need ~68k€.

See item 8 for funding discussion.
Action JS to contact Ayse regarding the whole Turkish funding situation.
· Use Swedish money. What about Turkish money?

· Cost of the DAQ is less than expected !!!

· Network at LNL : agreement!
For information (for CT) equipment purchased in the UK (note some overlap with above):

Purchased network and KVM equipment as specified on a list from Eric Legay.
4 off 
24 port Gigabit  switches
60 off
ethernet cables (2m)
15 off
ethernet cables (5m)
1 off  
16 port KVM IP switch
4 off 
16 port KVM switch
30 off  
RJ45 interfaces
30 off  
cables (2m)
5 off 
cables (5m)
1  monitor + keyboard + mouse
These have now all been sent to Orsay

Also purchased
4 off   IBM  1U servers
4 off  IBM HDD for above
total 64 GB memory for above
4 CPUs for above  (to convert to dual processor, quad core systems)

All except the additional CPUs have arrived.
These will be assembled and tested before sending to Orsay.  (1 has been done)

DAQ status

· Narval

· Run Control

· Interaction RC + Narval


· Spectrum server

· PSA + Tracking + Merge (5-7 March 08, Orsay)

· TNT Traces (very soon, need ADF update)

· Log Book

· Technical meeting 9-10 April 08, LNL
Organisation

· WG tasks

1. Main Data flow

2. DAQ services

3. Slow control integration

4. Hardware and software installation and handling

5. Local infrastructure

6. Overall integration

New = slow control (F. Saillant, Ganil)

Important = maintenance, support

· Near an agreement

· More soon

· Pushing strongly for documentation. AGATA DAQ wiki in progress:
http://csngwinfo.in2p3.fr/mediawiki

Policies: Support (proposal)

We (DAQ WG) suggest to assign a reference person (physicist) to each experiment which will be called only if the problem cannot be solved using the provided documentation. We have to make clear that such a reference person is not one of the DAQ WG.

The reference person tries to understand the problems and call right persons.

Two levels of maintenance will be provided for the DA:
· Host laboratory (task 5).

Actions in case of hardware failure: infrastructure problems, replacement of hardware. Diagnostic of the problem is not found by the reference person.
· Task 4 team

  Actions necessary after replacement of hardware, software problems.

Since there are no funds for on-call procedure at Legnaro, people cannot be called between 24:00 and 8:00, except in case of extremely severe emergency.

A planning for on-call procedure of task 4 team will be made. Task 4 team can not be called between 24:00 and 8:00.
The AMB was in general agreement that this is a reasonable approach. Note the local physicists (plus others) will need to be fully involved during commissioning and setup. AG/DB to discuss procedure with the local groups (physicists and engineers).
Policies: Users (proposal)
Only one user account will be available for running an experiment during the commissioning phase (as it was done for Euroball). Directories will be allocated for each experiment where users will store raw data, on-line spectra.
It will not be possible to partition the system during the commissioning phase (running different parts of the system in parallel). Partitions of the system (with corresponding multi-user accounts) will be implemented in subsequent phases.
Agreed

Local policies and computer access/network to be made available to all users.
Policies: Disks (proposal)
The disk space used will be check periodically during the experiments. A DAQ farm monitor facility should provide such functionality.

Automatic messages will be sent to the spokespersons having data on disk and to the local project manager if the disk space exceeds 80%. A dead-line (to be defined) will be given to the spokespersons to remove their data from the local disk if space is needed.

If the disk space exceeds 90%, the DAQ will automatically stops. It will be the responsibility of the local project manager to decide whether the disk should be filled and which data should be removed.
Noted that disk storage should be ascertained before an experiment starts. 

Noted that the situation of filling discs should not be a problem in the experiment running stage. 

Some flexibility regarding the rules above is needed in the commissioning phase.

The limit values in percent of the disk space are also to be rediscussed.
Policies: Data (proposal)
Should we define a policy to move and permanent backup data outside the host lab? Which account, etc.

See also note from JN regarding GRID.

Urgent policy required.

SPY machines. Proposal for 2 additional pizza boxes for “quasi-online” analysis.

Agreed we need this capability. See item 8 regarding funding.
Planning


Link to project plan.

http://ipnnarval.in2p3.fr/~xavier/draft_tasks_agata_daq.html

Everything tested and ready to move to Legnaro by beginning of May.


Installation at Legnaro beginning June.

DAQ ready for integration with FEE/Slow control/prisma etc. Dates for these to be discussed with relevant engineers/physicists.
 AOB
EDAQ meeting GIS/FAIR 14th March 08
· Main issue : clock correlations

· Data rate very low

· Additional detectors merge : after tracking (no merged data on AGATA local disk)

· No need for global RC
“Run control” meeting to take place in Orsay/Padova/Legnaro end of April to pull all these parts together (not yet confirmed).
SUN Modular data centre

· “Build once, deploy anywhere” (from Sun brochure)

· Experienced at SLAC

· Cost ~ 100 k€

· http://www.sun.com/products/sunmd
Should be taken into account for the future.
d) Ancillary detectors and ancillary detector integration

AGAVA integration work in progress. Porting of software. Most of software ready. 
Production proceeding in Krakow.

Plans to test GTS with AGAVA. Then to be installed with DAQ and configuration set-up. This requires GTS and may have to wait for GTS2.
Milano are working on a new system for readout of Helena.

e) Design and Infrastructure

LV power supply: prototype to be delivered by AXIS at Saclay next week for preliminary acceptance tests (full load test of 48V module with resistors). More realistic tests to be performed with a single detector + digitiser at LNL on week 17. The prototype works but still suffers from some cooling problems in 48V module. Oscillations appear in the +6V, +12V and +6.5V modules for currents beyond the max current value requested in the specs. The LV prototype will be reworked by AXIS after the LNL test (will not stay there). A second 48V prototype module could be produced by AXIS if needed based on a switching system. 

To be discussed with P. Medina.
HV box: The master and daughter HV cards have been routed. Quotations for pre-series awaited within two weeks. The cards for 4 modules should be ready in May. The positioning of the HV cards in the housing box is to be checked. Interaction between the prototype HV card and the PLC interaction performed successfully. GSI to bring a spare ISEG module at LNL for the test.

Autofill infrastructure: The autofill cards are still in development stage. GSI is behind the schedule! Ready mid-June. Does that affect the AGATA Demonstrator (AD) installation planning? Which autofill is needed for the first TC? Is something available at LNL? 
Yes if needed.
A. Gadea states that this is not a problem if the cards arrive in LNL mid-June.
PLC: A PLC software version will run for the LNL test. A meeting is needed with LNL staff to finalise it for the run of the AD. To be organised on week 17.  

GUI: Version 0.6 has been recently distributed. Logfiles have been implemented as well as history archiving. Saclay presently checking the commands for the LV and HV modules. Some decision on OPC (remote control server for PC’s) to be taken. Costs estimate still on going.

Cabling: 130 MDR cables have been delivered at LNL on Tuesday.

Meetings/VC:

· LNL tests on 22-25th April 

· Next VC on 13th May
· Next meeting in GSI on 20-21st May 
Note from JN: Sweden has reserved 8.1 k€ from the Swedish funds for the HV boxes.
f) Gamma-ray tracking, simulations and data analysis



Report received from Johan by email:
No news from any of the team leaders of the simulations, tracking, data analysis working group.

Detector parameter database (this is overlapping very much with Gilbert's WG and he might have more recent news on this):
Olivier Stezowski and Cécile Aufranc at IPN Lyon have started working on the detector parameter database based on the CMS database. They are now defining the structure of the database, based on Gilbert's proposal from Oct 2007 (AGATA_DBtree_2007-10-23.ppt), and trying to define a barcode policy etc. They will meet with Karl Hauschild as soon as he is back from Dubna (in April 2008) to discuss how to proceed with the database.

GRID: Gateano Maron et al. started in middle of March 2008 to test the data movement from the Legnaro T2 site and to their T1 site. I have not yet received any information from Gateano regarding the progress of these tests. There is an action on me from the last AMB
meeting to make a proposal for resources needed for offline storage (possibly GRID based) of AD event data. Ongoing (I could not finish this yet).

Simulations and planning of first in-beam AD commission experiment:
Two of my students in Uppsala are working on simulations regarding this. The aim is to find a good reaction which uses an easy beam and target, leads to a simple gamma-ray spectrum with only a few strong lines, has large Doppler effects but a reaction in which one can neglect the angular and energy spread of the recoils due to target and particle emission effects. We have found four possible reactions. The best one seems to be d(37Cl,n)38Ar at E(37Cl) = 70-80 MeV. We are simulating this reaction using Enrico's Geant4 AGATA simulation program and Dino's tracking program (MGT). A report is being written with
details regarding the evaluation of the possible reactions.
g. EURONS

Status presented at EURONS meeting in Vienna by WK.

Some additional funding (~25k€ travel) will be available for Legnaro installation.

7. Installation of the demonstrator at LNL and project plan 


PowerPoint presentation from Andres, distributed by email.


Excellent progress was noted by the AMB.
Need “table-top” structure in the detector laboratory. Needs some modification, will be discussed with Jon Strachan tomorrow in Legnaro. Also need Cologne to be involved. 

AG to discuss this with John Strachan tomorrow in Legnaro.
Independent DAQ system in the Legnaro detector laboratory. Dorel Bucurescu (Romania) has provided a system of 10 TNT2 cards(~60k€). List as a main AGATA contribution.
An installation project plan has been distributed by AG.

8. Funding of outstanding items for Demonstrator

UK funds now all committed.

Discussed allocation of remaining funds and responsibilities. 

Pre-processing
Total cost is 472k€

Already committed 87k€ France

France has 84k€ 

Sweden 90k€ available

Germany 83k€ available (FPGA’s)

Turkey 90k€ (Check if available)
Total funds identified as available 434k€

Need the outstanding funds from GSI/Germany. These funds are urgent. 

Sweden: JN states that Sweden has 76k€ left (after capsules, cryostat, digitiser, pre -processing). Sweden has a total of 810k€.
Want 10k€ online analysis (Ch T suggests to buy 2 pizza boxes and 2 workstations for about 8 k€) Agreed.
Funds required for LV and HV ~7.5k€. Agreed.
Remaining funds to go towards DAQ and pre-processing.
DAQ 68k€ required (Note just for 3 triple Clusters, additional funds of 2k€/crystal will be 

required next year)
Possibly allocate these: 58k€ Sweden and 10k€ Turkey for disc array.

However, possibility of using 40k€ (60TB storage) for DAQ and transferring to pre-processing. 

Agreed.

Summary of future commitments this year for pre-processing, DAQ and analysis
Pre-processing

France has 84k€ (available)
Sweden 130k€ (available)
Germany 83k€ (FPGA’s) (available)
Turkey 90k€ to check status

DAQ

Sweden 18k€ (available)
Online analysis

Sweden 8k€ (available)
Turkey 15k€ disc array (check if available)
Infrastructure items.
File distributed by GD to all.

Update of funding distribution. Funds in red are possible not available or need to be refunded to Saclay. In green funds possibly not available in GSI.
France

LV prototype + rework = 19.380 k€ (Saclay)

6 units LV series = 38.982 k€ (Saclay + GANIL)

LV cables = 7.500 k€ (Saclay + GANIL)

HV proto # 1 + proto # 2 = 21.275 k€ (Saclay)

6 units HV series = 12.614 k€ (Saclay)

Slow control = 11.214 k€ (Saclay)

130 MDR cables = 15.574 k€ (GANIL)

Total France = 126.539 k€
Germany (GSI)

HV filters + ISEG, miscell = 9.04 k€ 

Autofill hardware = 7.825 k€

DSS GUI = 6 k€

Total Germany = 22.865 k€
UK

15 HV mechanics = 0.300 k€
Italy

Optical cabling = 30 k€

Total Italy = 30.000 k€
Sweden

3 units HV series = 6.307 k€
Turkey

3 units HV series = 6.307 k€
Infrastructure grand Total: 192.318 k€
If all the funding problems above are solved in 2009- will need:
DAQ 18k€ (to instrument 6 triple cluster)
Disk storage 40k€
HV units 19k€ to reimburse Saclay.

DSS GUI  6 k€ 
These funds are covered if GSI/Germany covers its original commitment.
9. Next AGATA week
Email from JN: I did not have time to setup the web page for the AGATA week yet but will do so before end of April. I will ASAP send you a proposal for the program of the meeting.
Preliminary programme to be sent ASAP since flights have to be booked. AMB suggest 2.5-3 days maximum on technical issues. 
10. AOB
Email from JN:

AGATA web cite: In connection with setting up the web page for the AGATA week, the www.agata.org cite will be updated. The plan is to do this also before end of April.

AGATA-ALL mailing list: There is an action on me to check and update the AGATA-ALL mailing list at GSI. I did not have time to do this yet. I get a lot of spam from the AGATA mailing lists at GSI. Do you also? YES.
Can this be fixed? An alternative is to use another mailing list server. I can in principle setup such a server in connection with www.agata.org.
A. Gadea currently local project manager. Next month takes up a new position (Spain).
AMB agreed that Andres remains in the AMB. JS to inform ASC.

Candidates for a new local project manager are being discussed in Italy.

11. Date and location of next meeting and dates of phone conferences.


16-17th June 2007

Phone conferences /EVO 



23rd April 10:15CET


5th May 10:15 CET



23rd May 10:15 CET



4th June 10:15 CET
